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Context
Main motivation

• Point Cloud Features - Normals
• Visual Effects
• Speed / Robustness
• Embedded performance

Normal decoding into RGB
Used for

• X,Y,Z koordinates -> RGB values
• 2D data representation
• low resource usage

(embedded devices, GPUs)

Architecture
To achieve multiscale normal estimation,
a Feature Pyramid Network (FPN) [4]
was used.
In the image below you can see the layers
(top-down, bottom-up, lateral connections):

The whole architecture:

Comparison results
The distribution of data on quality percentage:
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The robustness of the method against noise:
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Performance evaluation with Gaussian noise
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Average quality and runtime comparison between the different methods:
Own Nesti-Net [1] PCPNet ss [3] PCPNet ms [3] PCL [5] Hough [2]

Avg. hist. [%] 0.922 0.913 0.911 0.923 0.914 0.829
Avg. runtime [s] 0.015 1200 234 596 7.09 2.7

Future work
• Improvement against sparse data (LiDAR)
• Separate denoising module
• Implementation through Variational Autoen-

coder architecture
• Make the method more independent of cam-

era extrinsic -> better cross-validation
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